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ABSTRACT: This paper is concerned with an almost prey-predator model with water level fluctuations. By 

using several comparison theorems and some mathematical methods, we derive some sufficient conditions for 

permanence of the system. Moreover, by using the properties of almost periodic functions and constructing a 

suitable Lyapunov functional, sufficient conditions which guarantee the existence of uniformly asymptotically 

stable almost periodic solution of the system are obtained. Finally, an example together with its numerical 
simulations is presented to illustrate the feasibility and effectiveness of the results. 
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I. INTRODUCTION 

Dynamic behaviors of  prey-predator system with water level fluctuations have been studied by many 

authors in the past few years; see, [1-7]. In [4], the authors studied the following system: 

Let ( )G t  and ( )B t  be respectively the biomass of the prey and predator at time t . When a predator 

attacks a prey, it has access to a certain quantity of food depending on the water level. When water level is low 

the predator is more in contact with the prey. Let ( )r t  be the accessibility function for the prey. It is assumed 

that the function ( )r t  is almost periodic and continuous. The minimum value 
1

r  is reached in spring and the 

maximum value 
2

r  is attained during autumn, denoted respectively by 
G

  and 
B

  the maximum consumption 

rate of the resource by the prey and predator. Let 
B

e  be the conversion rate of the prey in biomass and 
G

m , 

B
m  be respectively the consumption rate of biomass by metabolism of the prey and predator. The predator 

needs a quantity ( )
B

B t  for his food, but he has access to a quantity 
( ) ( )

( )
( )

G t B t
r t

B t D
, where D  measures the 

other causes of mortality outside the metabolism and predation. It gives the extent to which environment 

provides protection to the prey. If 
( ) ( )

( )
B

r t G t

B t D



, then the predator will be satisfied with the quantity 

( )
B

B t for his food. Otherwise, i.e if 
( ) ( )

( )
B

r t G t

B t D



, the predator will content himself with 

( ) ( )
( ) .

( )

G t B t
r t

B t D
Consequently, the quantity of food received by the predator is 

( )
m in , ( ) ( ) .

( )
( )

B

G t
r t B t

B t D



 

Accordingly, the prey-predator model can be expressed as 
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2( ) ( )
m in , ( ) ( ) ( ) ( ) ,

( )

( ) ( )
m in , ( ) ( ) ( ) .

( )

( )

( )

B G G

B B B

d G t G t
r t B t G t m G t

d t B t D

d B t G t
e r t B t m B t

d t B t D

 




   






  
 

                            (1.1) 

The initial conditions for the system (1.1) take the form of 

1 2
( ) ( ) 0 , ( ) ( ) 0 , ( , 0 ] , (0 ) 0 ,

i
G s s B s s s                                                   (1.2) 

where , 1, 2
i

i   are bounded and continuous functions on ( , 0 ] . 

Let 
0

B , 
0

G  be respectively the initial density of the predator and prey with 
0

0B   and 
0

0G  . 

Throughout this paper, we suppose that: 

1
( )H  0

2 2

0

( ) 4
m in ,

( )
( )B B G B

G B

B D m m D
r

G m

 







; 

2
( )H  2 1

( )
0

G B

G B

r m r
D

m e

 
  . 

By the theory of functional differential equations [8], it is clear that the system (1.1) has a unique positive 

solution which satisfies the initial condition (1.2). 

The following standard analysis shows that the model (1.1) is biologically sound. 

Lemma 1.1 Every solution of the system (1.1) with the initial conditions (1.2) exists in the interval [0 , ]  

and remains positive for all 0t  . 

Lemma 1.2 For all 
2

0 , ( ) ( ( ) )
B

t r G t B t D   . 

By Lemma 1.2, the system (1.1) is reduced to the simple form 

( ) ( ) ( )
( ) ( ( ) ) ( ) ,

( )

( ) ( ) ( )
( ) ( ) .

( )

G G

B B

d G t G t B t
G t m G t r t

d t B t D

d B t G t B t
e r t m B t

d t B t D




  





  
 

                                   (1.3) 

II. BASIC RESULTS 

In this section, we shall develop some preliminary results, which will be used to prove the main result. 

Lemma 2.1 ([9]) 

If 0 , 0a b  , and ( )x x b a x   , when 0t   and (0 ) 0x  , then in fim (l ) .
t

b
x t

a 

  

If 0 , 0a b  , and ( )x x b a x   , when 0t   and (0 ) 0x  , then su pim (l ) .
t

b
x t

a 

  
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Let D  denotes R  or an open subset of R . The relevant definitions and the properties of almost periodic 

functions, see [10]. 

Definition 2.1 ([10]) ( , )f C R R  is an almost periodic function if and only if for any sequence 
n

   T , 

there exists a subsequence 
n n

    such that ( )
n

f t   converges uniformly on R  as n   . 

Furthermore, the limit function is also an almost periodic function. 

Lemma 2.2 ([10]) If ( ), ( )f t g t  are almost periodic functions, then, for any 0  , { , }E f   { , }E g  is a 

nonempty relatively dense set in R ; that is, for any given 0  , there exists a constant ( ) 0l   , such that in 

any interval of length ( )l  , there exists at least a { , } { , }E f E g     such that 

                
| ( ) ( ) | , | ( ) ( ) | , .f t f t g t g t t R            

Consider the following almost periodic dynamic equation 

( , )x f t x                                                                                                                                 (2.1) 

and the associate product system of (2.1) 

( , ) , ( , ) .x f t x y f t y                                                                                                          (2.2) 

Lemma 2.3 ([10]) Suppose that there exists a Lyapunov function ( , , ) ( , )V t x y C R D D R


    satisfying 

the following conditions: 

(1) 
( ) ( , , ) ( )a x y V t x y b x y   ‖ ‖ ‖ ‖ , where , , { ( , ) : (0 ) 0a b K K a C R R a

 
   

 
and a  is increasing}; 

(2) 
1 1 2 2 1 2 1 2

| ( , , ) ( , , ) | ( )V t x y V t x y L x x y y    ‖ ‖ ‖ ‖ , where 0L   is a constant; 

(3) 
( 2 .2 )

( , , ) ( , , )D V t x y V t x y


   , where 0   is a constant. 

Moreover, if there exists a solution ( )x t  of (2.1) such that ( )x t S , where S D  is a compact set. Then 

there exists a unique uniformly asymptotically stable almost periodic solution ( )p t  of (2.1) in S . Furthermore, 

if ( , )f t x  is periodic with period   in t , then ( )p t  is a periodic solution of (2.1) with period  . 

III. PERMANENCE 

 Assume that the coefficients of (1.3) satisfy 

3
( )H

2 1

1

B

G

B

m D
r r

e m
    . 

Theorem 3.1 Let ( ( ) , ( ))G t B t  be any positive solution of the system (1.3) with the initial condition (1.2). If 

3
( )H  holds, then the system (1.3) is permanent, that is, any positive solution ( ( ) , ( ))G t B t  of the system (1.3) 

satisfies 

1 1
lim lin f ( ) sm u p ( ) ,i

t
t

m G t G t M
 

 

                                                                                      (3.1) 
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2 2
lim lin f ( ) sm u p ( ) ,i

t
t

m B t B t M
 

 

                                                                                    (3.2) 

especially if 
1 0 1 2 0 2

,m G M m B M    , then 

1 1 2 2 0
( ) , ( ) , [ , ) ,m G t M m B t M t t       

where 21 1 2 1 1 1

1 2 1 2

1

, , , .
( )

G GB B

G G B G B

rr m e r M e r m
M M D m m D

m m m D m m m

  
      


 

Proof. Assume that ( ( ) , ( ))G t B t  be any positive solution of the system (1.3) with the initial condition (1.2). It 

follows from the first equation of the system (1.3) that 

2
( ) ( )[( ) ( )] .

G G
G t G t r m G t                                                                                                 (3.3) 

By Lemma 2.1, we can get 

2

1
in f ( )l : .im

G

t
G

r
G t m

m



 


   

Then, for arbitrarily small positive constant 0  , there exists a 
1

0T   such that 

1 1
( ) , [ , ] .G t m t T      

From the second equation of the system (1.3), when 
1

[ , )t T  , 

1

1

( ) ( )( ) ( )
( ) ( ) ( ) ( ) .

( ) ( )
B B B B

m B tG t B t
B t e r t m B t e r m B t

B t D B t D


    

 
 

Let 0  , then 

1

1 1 1

( ) ( )
( ) ( ) [ ( )] .

( ) ( )
B B B B B

m B t B t
B t e r m B t e r m m D m B t

B t D B t D
     

 
                               (3.4) 

By Lemma 2.1, we can get 

1 1

2
in f ( ) :li .m

B

t
B

e r m
B t D m

m 

    

Then, for arbitrarily small positive constant 0  , there exists a 
2 1

T T  such that 

2 2
( ) , [ , ) .B t m t T      

On the other hand, from the first equation of the system (1.3), when 
2

[ , )t T  , 

1 1

1

( )( ) ( )
( ) ( ) ( ( ) ) ( ) ( ) ( ) .

( ) ( )
( )

G G G G

r mG t B t
G t G t m G t r t G t m G t

B t D m D


 




      

  
                  (3.5) 
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Let 0  , then 1 1

1

( ) ( ) ( ) .( )
G G

r m
G t G t m G t

m D
   


 

By Lemma 2.1, we can get 

1 1

1

1

s u p ( ) :
)

l .i
(

m
G

t
G G

r m
G t M

m m m D



 

  


 

Then, for arbitrarily small positive constant 0  , there exists a 
3 2

T T  such that 

1 3
( ) , [ , ] .G t M t T      

From the second equation of the system (1.3), when 
3

[ , )t T  , 

2 1

( ) ( ) ( )
( ) ( ) ( ) [ ( ) ( ) ] .

( ) ( )
B B B B B

G t B t B t
B t e r t m B t e r M m D m B t

B t D B t D
      

 
                         (3.6) 

Let 0  , then 
2 1

( )
( ) [ ( )] .

( )
B B B

B t
B t e r M m D m B t

B t D
   


 

By Lemma 2.1, we can get 2 1

2
s u p ( ) :li .m

B

t
B

e r M
B t D M

m 

    

Then, for arbitrarily small positive constant 0  , there exists a 
4 3

T T  such that 

2 4
( ) , [ , ] .B t M t T      

In special case, if 
1 0 1 2 0 2

, ,m G M m B M     by Lemma 2.1, it follows from (3.3)-(3.4), (3.5)-(3.6) that 

1 1 2 2 0
( ) , ( ) , [ , ) ,m G t M m B t M t t       

This completes the proof. 

IV. ALMOST PERIODIC SOLUTIONS 

In this section, by constructing a suitable Lyapunov functional, we shall study the existence of a unique 

almost periodic solution of (1.1), which is uniformly asymptotically stable. By the relationship between (1.1) 

and (1.3), we only need to study the system (1.3) exists a unique almost periodic solution, which is uniformly 

asymptotically stable. 

Let S  be the set of all solutions ( ( ) , ( ))G t B t  of the system (1.3) satisfying  
1 1 2

( ) ,m G t M m    

2
( )B t M for all t R


 . 

Lemma 4.1 S   . 

Proof. By Theorem 3.1, we see that for any 
0

t R


  with
1 0 1

m G M   , 
2 0 2

m B M  , the system (1.3) 

has a solution ( ( ) , ( ))G t B t  satisfying 
1 1 2 2 0

( ) , ( ) , [ , )m G t M m B t M t t      . 
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Since  r t  is almost periodic, it follows from Lemma 2.5 that there exists a sequence 
0

t R


 , 

{ }
n

t
n

t    as n    such that 
0

t R


  as ( ) ( )
n

r t t r t  n    uniformly on R


. 

Now, we claim that { ( )}
n

G t t  and { ( )}
n

B t t  are uniformly bounded and equi-continuous on any 

bounded interval in R


. In fact, for any bounded interval [ , ] R 


 , when n  is large enough, 
0n

t t   , 

then 
0

, [ , ]
n

t t t t      . So, 
1 1

( ) ,
n

m G t t M    
2 2

( )
n

m B t t M    for any [ , ]t   , that is, 

{ ( )}
n

G t t  and { ( )}
n

B t t  are uniformly bounded. On the other hand, 
1 2
, [ , ]t t    , from the mean 

value theorem of differential calculus on time scales, we have 

1 2

1 2 1 1 2 1 2

2

| ( ) ( ) | ( ) | |,( )
n n G G

M M
G t t G t t M m M r t t

m D
      


                        (4.1) 

1 2

1 2 2 2 1 2

2

| ( ) ( ) | | | .( )
n n B B

M M
B t t B t t e r m M t t

m D
     


                                 (4.2) 

The inequalities (4.1) and (4.2) show that{ ( )}
n

G t t  and { ( )}
n

B t t  are equi-continuous on [ , ]  . By the 

arbitrary of [ , ]  , the conclusion is valid. 

By Ascoli-Arzela theorem, there exists a subsequence of { }
n

t , we still denote it as { }
n

t , such that 

( ) ( ) , ( ) ( ) ,
n n

G t t p t B t t q t     

as n    uniformly in t  on any bounded interval in R


 . 

Furthermore, 

( ) ( ) ( )
( ) ( ( ) ) ( ) ,

( )

( ) ( ) ( )
( ) ( ) .

( )

n n n

n G G n n

n

n n n

B n B n

n

d G t t G t t B t t
G t t m G t t r t t

d t B t t D

d B t t G t t B t t
e r t t m B t t

d t B t t D


  

     


 


  
    
  

 

Let n    , then 

( ) ( ) ( )
( )( ( )) ( ) ,

( )

( ) ( ) ( )
( ) ( ) .

( )

G G

B B

d p t p t q t
p t m p t r t

d t q t D

d q t p t q t
e r t m q t

d t q t D




  





  
 

 

It is clear that ( ( ) , ( ))p t q t   is a solution of the system (1.3). Moreover, 

1 1 2 2
( ) , ( ) , .m p t M m q t M t R


       

This completes the proof. 



Dynamic behaviors for an almost prey-predator system 

*Corresponding Author:  Lili Wang                                                                                                            10 | Page 

Remark: From the proofs of Theorem 3.1 and Lemma 4.1, we know that if the conditions of Theorem 3.1 

hold, S  is a positive invariant set of the system (1.3). 

Theorem 4.1  Suppose the condition
3

( )H   holds, assume further that 

4
( )H  0  , where 2 1 2 2 2 1 1 2

1 2 2

2 2

[ (1 ) ] ( )
m a x , ;

( ) ( )
{ }B B

G

e r D M M D r M e r m m
m m

m D m D


   
  

 
 

then there exists a unique uniformly asymptotically stable almost periodic solution ( ( ) , ( ))G t B t  of the system 

(1.1) which is bounded by 
*

S  for all t R


 . 

Proof.  Let ( ) ln ( ( ))x t G t , ( ) ln ( ( ))y t B t , then the system (1.3) can be transformed into 

e x p ( ( ))
( ) e x p ( ( )) ( ) ,

e x p ( ( ))

e x p ( ( ))
( ) ( ) .

e x p ( ( ))

G G

B B

y t
x t m x t r t

y t D

x t
y t e r t m

y t D




   





   
 

                                                           (4.3) 

From Lemma 4.1, the system (4.3) has a bounded solution ( ( ), ( ))x t y t  satisfying 
1 1

ln ( ) ln ,m x t M   

2 2
ln ( ) ln , ,m y t M t R


     then

1 2
( ) | , | ( ) | ,x t M y t M   where  

1 1 1
m ax{ | ln |, | ln |}M m M  , 

2 2 2
m ax{| ln |, | ln |}M m M . 

For 
2

( , )x y R , we define the norm ( , ) | | | |x y x y ‖ ‖ . Consider the product system of system (4.3) 

e x p ( ( ))
( ) e x p ( ( )) ( ) ,

e x p ( ( ))

e x p ( ( ))
( ) ( ) ,

e x p ( ( ))

e x p ( ( ))
( ) e x p ( ( )) ( ) ,

e x p ( ( ))

e x p ( ( ))
( ) ( ) .

e x p ( ( ))

G G

B B

G G

B B

y t
x t m x t r t

y t D

x t
y t e r t m

y t D

v t
u t m u t r t

v t D

u t
v t e r t m

v t D






   







  






    
 



   
 

                                                            (4.4) 

Suppose ( ( ), ( ))X x t y t , ( ( ), ( ))Y u t v t  be any two solutions of system (4.3), then ,X A Y A ‖ ‖ ‖ ‖ , 

where 
1 2

A M M  . Set 

*

1 1 2 2
{ ( ( ) , ( ) ) | ln ( ) ln , ln ( ) ln , } .S x t y t m x t M m y t M t R


        

Consider a Lyapunov functional defined on 
* *

R S S

   as follows 

         , , .V t X Y x t u t y t v t                                                                                   (4.5) 
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Since | ( ) ( ) | | ( ) ( ) |X Y x t u t y t v t    ‖ ‖ , we have 

1
( , , ) 2 .

2
X Y V t X Y X Y   ‖ ‖ ‖ ‖  

Let , ( , )a b C R R
 

 , 
1

( ) , ( ) 2
2

a x x b x x  , thus the condition (1) in Lemma 2.3 is satisfied. 

In addition, 

| ( , , ) ( , , ) |

| ( ) ( ) | | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |

( ( ) ( ) ) ( ( ) ( ) ) ( ( ) ( ) ) ( ( ) ( ) )

| ( ) ( ) | | ( ) ( ) | | ( ) ( ) | | ( ) ( ) |

.

| |

| | | |

V t X Y V t X Y

x t u t y t v t x t u t y t v t

x t u t x t u t y t v t y t v t

x t x t u t u t y t y t v t v t

X X Y Y



       

       

       

   ‖ ‖‖ ‖

 

Let 1L   , then the condition (2) of Lemma 2.3 is satisfied. 

Finally, calculate the ( , , )V t X Y   along the solutions of (4.3), we can obtain 

 ' , ,V t X Y  

sg n ( ( ) ( ))( ( ) ( )) sg n ( ( ) ( ))( ( ) ( ))x t u t x t u t y t v t y t v t
 

       

e x p ( ( )) e x p ( ( ))
sg n ( ( ) ( )) (e x p ( ( )) e x p ( ( ))) ( )

e x p ( ( )) e x p ( ( ))
[ ( )]

G

v t y t
x t u t m u t x t r t

v t D y t D
    

 
 

e x p ( ( )) e x p ( ( ))
sg n ( ( ) ( )) ( )

e x p ( ( )) e x p ( ( ))
[ ]

B

x t u t
y t v t e r t

y t D v t D
  

 

e x p ( ( )) e x p ( ( ))
sg n ( ( ) ( )) (e x p ( ( )) e x p ( ( ))) ( )

(e x p ( ( )) )(e x p ( ( )) )
[ ]

G

v t y t
x t u t m u t x t D r t

v t D y t D


   

 
     (4.6) 

e x p ( ( ) ( )) e x p ( ( ) ( ))
s g n ( ( ) ( )) ( )

(e x p ( ( )) )(e x p ( ( )) )
B

x t v t y t u t
y t v t e r t

y t D v t D

  
 

 
 

e x p ( ( )) e x p ( ( ))
s g n ( ( ) ( )) ( ) .

(e x p ( ( )) )(e x p ( ( )) )
B

x t u t
y t v t D e r t

y t D v t D


 

 
 

By using the mean value theorem, we have 

1
e x p { ( )} e x p { ( )} ( )( ( ) ( )) ,x t u t t x t u t    

2
e x p { ( )} e x p { ( )} ( )( ( ) ( )) ,y t v t t y t v t    

3
e x p { ( ) ( )} e x p { ( ) ( )} ( )[( ( ) ( )) ( ( ) ( ))] ,x t v t y t u t t x t u t v t y t                              (4.7) 
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where 
1
( )t  lies between ex p { ( )}x t  and ex p { ( )}u t ; 

2
( )t  lies between ex p { ( )}y t   and ex p { ( )}v t ; 

3
( )t  lies between ex p { ( ) ( )}x t v t   and ex p { ( ) ( )}y t u t . 

From (4.6) and (4.7), we have 

 ' , ,V t X Y  

e x p ( ( )) e x p ( ( ))
sg n ( ( ) ( )) (e x p ( ( )) e x p ( ( ))) ( )

(e x p ( ( )) )(e x p ( ( )) )
[ ]

G

v t y t
x t u t m u t x t D r t

v t D y t D


   

 
 

e x p ( ( ) ( )) e x p ( ( ) ( ))
s g n ( ( ) ( )) ( )

(e x p ( ( )) )(e x p ( ( )) )
B

x t v t y t u t
y t v t e r t

y t D v t D

  
 

 
 

e x p ( ( ) ( )) e x p ( ( ) ( ))
s g n ( ( ) ( )) ( )

(e x p ( ( )) )(e x p ( ( )) )
B

x t v t y t u t
y t v t e r t

y t D v t D

  
 

 
 

e x p ( ( )) e x p ( ( ))
sg n ( ( ) ( )) ( )

(e x p ( ( )) )(e x p ( ( )) )
B

x t u t
y t v t D e r t

y t D v t D


 

 
 

3 1

1

( )( ( ) ( ))
( ) | ( ) ( ) |

(e x p ( ( )) )(e x p ( ( )) )
[ ]B

G

e r t t D t
m t x t u t

y t D v t D

 



   

 
 

2 3
( ) ( ) ( ) ( )

| ( ) ( ) |
(e x p ( ( )) )(e x p ( ( )) )

B
D r t t e r t t

y t v t
y t D v t D

 
 

 
 

2 1 2 1

1 2

2

( )
| ( ) ( ) |

( )
[ ]B

G

e r M M D M
m m x t u t

m D

 
   


 

2 2 1 1 2

2

2

( )
| ( ) ( ) |

( )

B
D r M e r m m

y t v t
m D

 
 


  

( , , ) ,V t X Y                                                                                                                              (4.8) 

where 2 1 2 2 2 1 1 2

1 2 2

2 2

[ (1 ) ] ( )
m a x , .

( ) ( )
{ }B B

G

e r D M M D r M e r m m
m m

m D m D


   
  

 
 From the condition 

5
( )H , 0   and 


 R , the condition (3) of Lemma 2.3 is satisfied. 

To sum up, from Lemma 2.3, there exists a unique uniformly asymptotically stable almost periodic 

solution ( ( ), ( ))x t y t  of the system (4.3) which is bounded by 
*

S   for all t R


 , which means that there 

exists a uniqueness uniformly asymptotically stable almost periodic solution ( ( ) , ( ))G t B t  of (1.3) which is 

bounded by S  for all t R


 ; that is, there exists a uniqueness uniformly asymptotically stable almost periodic 

solution ( ( ) , ( ))G t B t  of (1.1) which is bounded by S  for all t R


 .  This completes the proof. 
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Corollary Assume that 
1 4

( ) ( )H H  hold. Suppose that the nonnegative coefficient ( )r t  is periodic of period 

 ; then the system (1.1) has a unique uniformly asymptotically stable periodic solution of period  . 

Remark Suppose the conditions 
1 4

( ) ( )H H  hold, then the system (1.1) has a unique uniformly 

asymptotically stable almost periodic solution. 

Remark Assume that 
1 4

( ) ( )H H  hold. Suppose that the nonnegative coefficient ( )r t  is periodic of period 

 ; then the system (1.1) has a unique uniformly asymptotically stable periodic solution of period  . 
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