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I INTRODUCTION 

Double limit of a sequence(𝑥𝑛𝑘 );  𝑛, 𝑘 = 1, 2, 3, …is a number 𝑥if for any𝜀 > 0, there exists an 

integer𝑁(𝜀) such that for all𝑛, 𝑘 > 𝑁(𝜀)the inequality  𝑥𝑛𝑘 − 𝑥 < 𝜀 is valid. The notation is𝑥 = lim𝑛,𝑘→∞, 𝑥𝑛𝑘 . 

Iffor any𝜀 > 0, there exists an𝑁 𝜀 such that for all 𝑛, 𝑘 > 𝑁(𝜀)the inequality 𝑥𝑛𝑘  > 𝜀 is fulfilled, then the 

sequence(𝑥𝑛𝑘 );  𝑛, 𝑘 = 1, 2, 3, …  has infinity as its limit, and we writelim𝑛,𝑘→∞, 𝑥𝑛𝑘 = ∞. The double limit of a 

sequence is a special case of the double limit of a function of two variables.Infinite matrix methods of 

summability are basically called transformations, because assigning limits to divergent sequences or series is by 

considering a transformation (or an infinite matrix) rather than the original sequences or series. In fact, the most 

important transformations are given by infinite matrices. It is necessary that these processes be described as 

follows:  

For any single sequence(𝑥𝑘) a new sequence (𝑦𝑘) is defined as follows:  

𝑦𝑛 =  𝑎𝑛,𝑘𝑥𝑘
∞
𝑘=1 , for a matrix A(1.1)                                                                                                               

where the matrix A is called the A-transform of the single sequence xkprovided (1.1) exists. Analogously, A- 

double transform of a double sequence (xm,n) is given by   

𝑦𝑚,𝑛 =  𝑎𝑚,𝑛,𝑘,𝑙𝑥𝑛 ,𝑘
∞
𝑘=1,𝑙=1 , (1.2)                                        

  where, 𝑎𝑚,𝑛,𝑘,𝑙 ∶= 𝐴 is the matrix of transformation, provided (1.2) exists Robison[9]  

In Nigam and Sharma[8] it was proved that a double conjugate Fourier series is summable by a product 

of two infinite matrices. We wish to prove that a Double conjugate Fourier series is almost regular four 

dimensional matrix summable. 

 

II BACKGROUND AND NOTATIONS 

If (𝑥𝑛)and  𝑦𝑛 are two sequences such that a number𝑛0  exists such that 
|𝑥𝑛 |

|𝑦𝑛 |
< 𝐾whenever𝑛 > 𝑛0,  where K is 

independent of n, we say that (𝑥𝑛) is “big order of”  𝑦𝑛 , and we write  𝑥𝑛 = 𝑂(𝑦𝑛), thus, 
15𝑛+19

1+𝑛2 = 𝑂  
1

1+𝑛2 . 

If, however the limit lim𝑛→∞  
𝑥𝑛

𝑦𝑛
 = 0we write  𝑥𝑛 = 𝑜(𝑦𝑛)

, 
, read(𝑥𝑛) is “ small order of”  𝑦𝑛 .There are 

several such definitions in literatures. 

 A function of two variables defined on a bounded rectangle 𝑅 ≔  𝑎, 𝑏 × [𝑐, 𝑑]is said to be 

of bounded variation over this rectangle if the following three quantities are finite: 

𝑉11 = sup𝜆1×𝜆2
   𝑓 𝑥𝑗 , 𝑦𝑘 − 𝑓 𝑥𝑗−1 , 𝑦𝑘 − 𝑓 𝑥𝑗 , 𝑦𝑘−1 + 𝑓(𝑥𝑗−1 , 𝑦𝑘−1) 𝑛

𝑘=1
𝑚
𝑗 =1 (2.1) 

𝑉10 = sup𝜆1
  𝑓 𝑥𝑗 , 𝑐 − 𝑓 𝑥𝑗−1, 𝑐  𝑚

𝑗 =1                                                                                  (2.2) 

𝑉01 = sup𝜆2
  𝑓 𝑎, 𝑦𝑘 − 𝑓 𝑎, 𝑦𝑘−1  

𝑛
𝑘=1 (2.3) 

( , )f x y
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where, are arbitrary finite 

partitions. The sum  is called the total variation over R, Moricz, [6]. We 

shall use the definition of functions of bounded variations in two variables because these types of functions 

guarantee the convergence double Fourier series. 

Summability of double conjugate Fourier series using regularity conditions of product of twoinfinite 

matrices was carried out by Nigam and Sharma[8]. The necessary and sufficient conditions imposed on almost-

regular matrices in the ordinary sense are due to King[2], while the analogue of the almost-regular matrices for 

four-dimensional matrices were due to Moricz and Rhaodes[4]. The notion of almost convergence for ordinary 

or single sequences was given by Lorentz[1]and for double sequences by Moricz and Rhoades [4] after 40 

years! 

In the work of Moricz [5], partial sums to double conjugate Fourier series was defined including its 

double conjugate function. In Mursaleen and Savas [7] four dimensional almost regular matrix was defined and 

characterized, with impositions of five conditions. Also, Nigam and Sharma [8] defined three different double 

conjugate Fourier series. The third definition in terms of double variables (x, y) will be used in this study, which 

was put in different form in Moricz [5]. 

Let 𝑓(𝑥, 𝑦) be a function of a period 2𝜋 with respect to each variables𝑥, 𝑦. If 𝑓(𝑥, 𝑦) is Lebesgue integrable 

over the square ∆: − 𝜋 ≤ 𝑥 ≤ 𝜋, −𝜋 ≤ 𝑦𝜋. Then we can associate 𝑓 with its double Fourier series:  

 𝑓 (𝑗, 𝑘)𝑒𝑖(𝑗𝑥 +𝑘𝑦 )+∞
𝑗 ,𝑘=−∞ ;   (2.4) 

where,        

 𝑓  𝑗, 𝑘 ≔
1

 2𝜋 2  𝑓(𝑢, 𝑣)𝑒−𝑖(𝑗𝑢 +𝑘𝑣)𝑑𝑢𝑑𝑣
𝜋

−𝜋
  (2.5) 

(Marcinkiewicz and Zygmund [3]) 

The double conjugate Fourier series to the double Fourier series (2.4) is given by 

  (−𝑖𝑠𝑔𝑛𝑗)(−𝑖𝑠𝑔𝑛𝑘)𝑓 (𝑗, 𝑘)𝑒𝑖(𝑗𝑥 +𝑘𝑦 )+∞
𝑗 ,𝑘=−∞ ,     (Moricz[5]) 

The rectangular partial sum of the series (2.5) is defined as:    𝑆 𝑚𝑛  𝑓; 𝑥, 𝑦 =

 (−𝑖𝑠𝑔𝑛𝑗)(−𝑖𝑠𝑔𝑛𝑘)𝑓 (𝑗, 𝑘)𝑒𝑖(𝑗𝑥 +𝑘𝑦 )𝑚,𝑛
 𝑗  =−𝑚, 𝑘 =−𝑛    =

1

𝜋2   𝜓𝑥𝑦  𝑓; 𝑢, 𝑣 𝐷 𝑚 (𝑢)𝐷 𝑛(𝑣);
𝜋

0

𝜋

0
  

(2.6) 

where,𝜑 𝑥, 𝑦, 𝑢, 𝑣 = 𝜓𝑥𝑦  𝑓; 𝑢, 𝑣 = 𝑓 𝑥 − 𝑢, 𝑦 − 𝑣 − 𝑓 𝑥 + 𝑢, 𝑦 − 𝑣 − 𝑓 𝑥 − 𝑢, 𝑦 + 𝑣 +  

𝑓 𝑥 + 𝑢, 𝑦 + 𝑣 − 𝛿𝑥𝑦 (𝑓) 

is a function of two variables of bounded variations; and  

𝐷 𝑚  𝑢 is the Dritchlet kernel. In Moricz[6] the following limit exists as a number in ∆: 

  lim𝑢,𝑣→0+ 𝜓𝑥𝑦  𝑓; 𝑢, 𝑣 ≔ 𝛿𝑥𝑦  𝑓 . 

The corresponding conjugate function to (2.4) is defined in Nigam and Sharma [8] as follows: 

𝑓  𝑥, 𝑦 = −
1

𝜋2   𝜓𝑥𝑦
𝑑𝑢

2 tan 𝑢/2

𝑑𝑣

2 tan 𝑣/2

𝜋

0

𝜋

0
 (2.7) 

 

Since the study intends to prove a result on four dimensional matrix summability of double conjugate Fourier 

series, the following characterizations are quite useful:  

Lemma 3.1(Mursaleen and Savas [7]): A four dimensional matrix 𝐴 = (𝑎𝑗𝑘
𝑚𝑛 ) is almost regular if, and only if 

(i) lim𝑝,𝑞→∞ 𝛼 𝑗, 𝑘, 𝑝, 𝑞, 𝑠, 𝑡 = 0 (𝑗, 𝑘 = 0, 1, 2, … ), uniformly in s, t = 0, 1, 2, …; 

(ii) lim
𝑝,𝑞→∞

 𝛼 𝑗, 𝑘, 𝑝, 𝑞, 𝑠, 𝑡 = 1∞,∞
𝑗 =0,𝑘=0 , uniformly in 𝑠, 𝑡 = 0, 1, …; 

(iii) lim
𝑝,𝑞→∞

  𝛼 𝑗, 𝑘, 𝑝, 𝑞, 𝑠, 𝑡  = 0,∞
𝑗 =0  𝑘 = 0, 1, 2, …  , uniformly in 𝑠, 𝑡 = 0, 1, …; 

(iv) lim
𝑝,𝑞→∞

  𝛼 𝑗, 𝑘, 𝑝, 𝑞, 𝑠, 𝑡  = 0,∞
𝑘=0  𝑗 = 0, 1, 2, …  , uniformly in 𝑠, 𝑡 = 0, 1, …; 

(v)   𝑎𝑗𝑘
𝑚𝑛  ≤ 𝑀 < ∞

∞,∞
𝑗=0,𝑘=0 , (𝑚, 𝑛 = 0,1, 2, … ); where,  

𝛼 𝑗, 𝑘, 𝑝, 𝑞, 𝑠, 𝑡 =
1

𝑝𝑞
 𝑎𝑗𝑘

𝑚𝑛𝑠+𝑝−1,   𝑡+𝑞−1
𝑚=𝑠,𝑛=𝑡 .  

 Before we prove this result we need to fix some notations. Let 𝐴𝑚𝑛 be an almost regular infinite matrix 

satisfying the conditions (i) – (v) as above.Suppose m(k) and n(k) are non-decreasing sequences of counting 

numbers satisfying the limits lim𝑘→∞ 𝑚 𝑘 = ∞ and lim𝑘→∞ 𝑛 𝑘 = ∞. 

 

Define,  

𝜑 𝑥, 𝑦, 𝑠, 𝑡 ≔    𝜓(𝑥, 𝑦, 𝑢, 𝑣 
𝑡

0
𝑑𝑢𝑑𝑣

𝑠

0
.  

Then 

  
𝜑 𝑥,𝑦,𝑠,𝜋 

𝑡2 𝑑𝑡 = 𝑜(ln 𝑝 𝑚 𝑘  ln 𝑞 𝑛 𝑘  𝑑𝑢𝑑𝑣,   𝑘 → ∞
𝜋

1/𝑝(𝑚 𝑘 )
                  (2.8) 

1 0 1 2 2 0 1 2: ... and : ...m ma x x x x b c y y y y d            

11 10 01( ) ( ; ) :V f V f R V V V   
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Let𝑓 ∈ [−𝜋, 𝜋; −𝜋, 𝜋]. Then at any point (𝑥, 𝑦) ∈ [−𝜋, 𝜋; −𝜋, 𝜋], 

lim𝑠,𝑡→0
𝜑 𝑥,𝑦 ,𝑠,𝑡 

𝑡𝑠
= 0                                                                                         (2.9) 

And for every𝜀 > 0, there exists 𝛿 > 0 such that  
𝜑 𝑥, 𝑦, 𝛿, 𝛿 

𝛿2
< 𝜀 

The conjugate Dritchlet kernel is defined as:  𝐷 𝑚  𝑢 ≔  sin 𝑗𝑢 =
cos ⁡(𝑢/2)−cos ⁡(𝑚+1/2)𝑢

2 sin (𝑢/2)

𝑚
𝑗 =1 . 

 

III MAIN RESULT 

The study intends to prove the following theorem: 

Theorem 3:Let 𝑓(𝑥, 𝑦), a 2𝜋 period, be a function of two variables integrable in the sense of Lebesgue over the 

square∆. Let  (−𝑖𝑠𝑔𝑛𝑗)(−𝑖𝑠𝑔𝑛𝑘)𝑓 (𝑗, 𝑘)𝑒𝑖(𝑗𝑥 +𝑘𝑦 )+∞
𝑗 ,𝑘=−∞  be its double conjugate Fourier series. Further, let 

𝐴 = (𝑎𝑗𝑘
𝑚𝑛 ) be almost regular matrix. Then the sequence of partial sums of double conjugate function 

 𝑆 𝑚𝑛  𝑓; 𝑥, 𝑦   is A-summable to its conjugate function, 𝑓  𝑥, 𝑦 . 

Proof: Now,        

   𝑎𝑚𝑛𝑖𝑗  𝑆 𝑚𝑛  𝑓; 𝑥𝑦 − 𝑓 (𝑥, 𝑦) 
𝑞
𝑗=1

𝑝
𝑖=1  

                                 = 
1

𝜋2   𝜑 𝑥, 𝑦, 𝑢, 𝑣   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖 𝑢 𝐷 𝑗  𝑣 𝑑𝑢𝑑𝑣
𝑞
𝑗=1

𝑝
𝑖=1

𝜋

0

𝜋

0
+ 

1

𝜋2
  𝜑(𝑥, 𝑦, 𝑢, 𝑣)   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣

𝑞

𝑗 =1

𝑝

𝑖=1

𝜋

0

𝜋

0

 

or, 

𝐴𝑚𝑛 𝑆 𝑚𝑛  𝑓; 𝑥𝑦 − 𝑓 (𝑥, 𝑦 ≤
1

𝜋2   𝜑 𝑥, 𝑦, 𝑢, 𝑣   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖 𝑢 𝐷 𝑗  𝑣 𝑑𝑢𝑑𝑣
𝑞
𝑗=1

𝑝
𝑖=1

𝜋

0

𝜋

0
+ 

𝛿𝑥𝑦 (𝑓)

𝜋2
  𝜑(𝑥, 𝑦, 𝑢, 𝑣)   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣

𝑞

𝑗 =1

𝑝

𝑖=1

𝜋

0

𝜋

0

 

= 𝐽1 +   𝐽2,say.  

where, 
𝛿𝑥𝑦 (𝑓)

𝜋2 = lim𝑚,𝑛→∞

𝑆 𝑚 ,𝑛 (𝑓;𝑥,𝑦)

(log 𝑚)(log 𝑛)
.  

Suppose 𝐽2 takes the form:  

𝐽2 =
1

𝜋2
  +  +

𝛿

1
𝑝

 
𝜋

𝛿

1
𝑝

0

   +  +
𝛿

1
𝑞

 
𝜋

𝛿

1
𝑞

0

 𝜑 𝑥, 𝑦, 𝑢, 𝑣  

    ×   𝑎𝑚𝑛𝑖𝑗
𝑞
𝑗=1

𝑝
𝑖=1 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣 

=
1

𝜋2
 𝐽𝐴 + 𝐽𝐵 + 𝐽𝐶 + 𝐽𝐷 + 𝐽𝐸 + 𝐽𝐹 + 𝐽𝐺 + 𝐽𝐻 + 𝐽𝐽 𝜑(𝑥, 𝑦, 𝑢, 𝑣) × 

       𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣
𝑞
𝑗=1

𝑝
𝑖=1  

where,  𝐽𝐴 =
1

𝜋2   𝜑(𝑥, 𝑦, 𝑢, 𝑣)   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣
𝑞
𝑗=1

𝑝
𝑖=1

1/𝑞

0

1/𝑝

0
, etc. 

Since 𝑝 ≔ 𝑝(𝑚 𝑘 )and 𝑞 ≔ 𝑞(𝑛(𝑘), k can be chosen such that 1/p, 1/q<𝛿, and it is well known that  𝐷 𝑘(𝑡) ≤

𝑘 and   𝐷 𝑘(𝑡) ≤
2

𝜋𝑡
, 0 < 𝑡 ≤ 𝜋. So, we have 

 𝐽𝐴 ≤
𝑝(𝑚 𝑘 )𝑞(𝑛 𝑘 𝐴𝑚 (𝑘))𝑛(𝑘))

𝜋2   𝜑(𝑥, 𝑦, 𝑢, 𝑣)𝑑𝑢𝑑𝑣
1/𝑞

0

1/𝑝

0
                                (3.1)  

<
𝜀𝐴𝑚(𝑘))𝑛(𝑘))

𝜋2
 

=
𝜀

𝜋2 , because of almost regularity condition (ii). 

Next, we consider 𝐽𝐵  noting that              

𝐽𝐵 =
1

𝜋2   𝜑(𝑥, 𝑦, 𝑢, 𝑣)   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)
𝑞
𝑗=1

𝑝
𝑖=1

𝛿

1/𝑞

1/𝑝

0
𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣.  

Let, 𝑔 𝑢, 𝑣 =   𝑎𝑚𝑛𝑖𝑗
𝑞
𝑗=1

𝑝
𝑖=1 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣. Then, 

 𝑔 𝑢, 𝑣 𝑑𝑣 =    𝑎𝑚𝑛𝑖𝑗

𝑞

𝑗 =1

𝑝

𝑖=1
𝐷 𝑗 (𝑢)  

cos⁡(𝑣/2) − cos⁡(𝑗 + 1/2)𝑣

2 sin(𝑣/2)

𝛿

1/𝑞

𝑑𝑣
𝛿

1/𝑞

 

  =   𝑎𝑚𝑛𝑖𝑗
𝑞
𝑗=1

𝑝
𝑖=1 𝐷 𝑗 (𝑢)   ln⁡(sin

𝑣

2
+

1

2𝑗
(𝑐𝑜𝑠𝑗𝑣 + 𝑠𝑖𝑛𝑗𝑣𝑐𝑜𝑡 (

𝑣

2
) 

1/𝑞

𝛿

−  
sin 𝑗𝑣

𝑠𝑖𝑛 2(
𝑣

2
)
𝑑𝑣

𝛿

1/𝑞
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=   𝑎𝑚𝑛𝑖𝑗

𝑞

𝑗=1

𝑝

𝑖=1
𝐷 𝑗 (𝑢)   𝑙𝑛  

𝑠𝑖𝑛𝛿/2

sin 1/𝑞
+

1

2𝑗
(𝑐𝑜𝑠𝑗𝛿 − cos

𝑗

𝑞
) +

1

2𝑗
(sin 𝑗𝛿𝑐𝑜𝑡𝛿/2 − 𝑠𝑖𝑛𝑗/𝑞𝑐𝑜𝑡 1/2𝑞  

−  
sin 𝑗𝑣

𝑠𝑖𝑛2(
𝑣
2

)
𝑑𝑣

𝛿

1/𝑞
  

Integrating  𝐽𝐵  by parts gives, 

𝐽𝐵 =
1

𝜋2
  𝜑 𝑥, 𝑦, 𝑢, 𝑣  𝑕(𝑢, 𝑣) 1/𝑞

𝛿 −  𝑔(𝑢, 𝑣)
𝜕

𝜕𝑢
𝜑 𝑥, 𝑦, 𝑢, 𝑣 𝑑𝑢

𝛿

1/𝑞

 
1/𝑝

0

𝑑𝑣 

Where,  𝑕(𝑢, 𝑣) 1/𝑞
𝛿 =   𝑔(𝑢, 𝑣)𝑑𝑢

𝛿

1/𝑞
. So,  

𝐽𝐵 =
1

𝜋2
 𝜑 𝑥, 𝑦, 𝑢, 𝑣  𝑕(𝑢, 𝑣) 1/𝑞

𝛿 𝑑𝑣 −
1/𝑝

0

1

𝜋2
   𝑔(𝑢, 𝑣)

𝜕

𝜕𝑢
𝜑 𝑥, 𝑦, 𝑢, 𝑣 𝑑𝑢

𝛿

1/𝑞

 𝑑𝑣
1/𝑝

0

 

=
1

𝜋2
 𝑕 𝑢, 𝑣  1

𝑞

𝛿  𝜑 𝑥, 𝑦, 𝑢, 𝑣 𝑑𝑣 −
𝛿

1
𝑞

1

𝜋2
   𝑔 𝑢, 𝑣  𝜆 𝑢, 𝑣  1

𝑞

𝛿  𝑑𝑣 −

1
𝑝

0

  

 1

𝜋2
   𝜑 𝑥, 𝑦, 𝑢, 𝑣 

𝜕

𝜕𝑢
𝑔(𝑢, 𝑣)𝑑𝑢

𝛿

1/𝑞

 
1/𝑝

0

 𝑑𝑢 

Where,  𝜆(𝑢, 𝑣) 1/𝑞
𝛿 =   

𝜕

𝜕𝑢
𝜑 𝑥, 𝑦, 𝑢, 𝑣 𝑑𝑢

𝛿

1/𝑞
. 

⟹  𝐽𝐵 ≤
2𝑝(𝑚 𝑘 )

𝜋2   
𝜑(𝑥,𝑦,𝑢,𝑣)

𝑣
𝑑𝑢𝑑𝑣

𝛿

1/𝑞

1/𝑝

0
 ≤

2𝜀

𝜋3  1 +  
𝑑𝑣

𝑣

𝛿
1

𝑞

  

= 𝑂(ln 𝑞(𝑛 𝑘 )  (3.2) 

Similarly, 

 𝐽𝐶 ≤
2𝑝(𝑚 𝑘 )

𝜋3   
𝜑(𝑥,𝑦,𝑢,𝑣)

𝑣
𝑑𝑢𝑑𝑣

𝜋

𝛿

1/𝑝

0
                              (3.3)                                                                   

≤
2𝑝(𝑚 𝑘 )

𝜋4
   𝜑(𝑥, 𝑦, 𝑢, 𝑣) 𝑑𝑢𝑑𝑡 +

1/𝑝

0

𝜋

0

2𝑝(𝑚 𝑘 )

𝜋3
 

1

𝑣2

𝜋

𝛿

   𝜑(𝑥, 𝑦, 𝑢, 𝑣) 𝑑𝑢𝑑𝑡
1/𝑝

0

𝜋

𝛿

 

=
2𝑝 𝑚 𝑘  

𝜋3
 

1

𝜋
𝜑  𝑥, 𝑦,

1

𝑝 𝑚 𝑘  
, 𝜋  + 𝜑(𝑥, 𝑦, 1/(𝑝(𝑚 𝑘 ), 𝜋)  

𝑑𝑣

𝑣

𝜋

𝛿

 

= 𝑜(ln 𝑝(𝑚 𝑘 ) ln 𝑞(𝑛 𝑘 ); as 

𝜑  𝑥, 𝑦,
1

𝑝 𝑚 𝑘  
, 𝜋 ∙ 𝑝 𝑚 𝑘  = 𝑜(ln 𝑝(𝑚 𝑘 ) ln 𝑞(𝑛 𝑘 ). 

Now,  

 𝐽𝐷 =
1

𝜋2   𝜑(𝑥, 𝑦, 𝑢, 𝑣)   𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)
𝑞
𝑗=1

𝑝
𝑖=1

1/𝑞

0

𝛿

1/𝑝
𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣  ⟹  𝐽𝐷 = 0, from 

(2.8). 

Repeating same processes of integration by parts we can have the following: 

 𝐽𝐸 =
4

𝜋4
   𝜑(𝑥, 𝑦, 𝑢, 𝑣) 

𝑑𝑣

𝑣

𝛿

1/𝑞

 
𝑑𝑢

𝑢
 

≤ 𝑀𝜀 ln 𝑝 𝑚 𝑘  . ln 𝑞(𝑛 𝑘 )                                                                                      (3.4) 

Where, M in (3.4) is any constant but fixed as in condition (v) of almost regularity of Amn. 

 𝐽𝐹 = 𝑜(ln 𝑝 𝑚 𝑘  . 𝑙𝑛𝑞(𝑛 𝑘 )                                                                                 (3.5) 

 𝐽𝐹 ≤
4

𝜋4𝛿2   𝜑 𝑥, 𝑦, 𝑢, 𝑣  
𝜋

0
𝑑𝑢𝑑𝑣 = 𝑂(1)                                                                  (3.6) 

 

While,  𝐽𝐺 =  𝐽𝐻 =  𝐽𝐽  = 0 as for  𝐽𝐷 . 

 Before we calculate J2, let us define 𝑧𝑖 ≔  𝐷 𝑖 𝑢 𝑑𝑢
𝜋

0
, which yields ln 𝑖 as i approaches infinity. So, 

for each 𝜀 > 0 there exists a number N with i>N such that 

1 − 𝜀 <
𝑧𝑖

ln 𝑖
< 1 + 𝜀. 

So, it implies that 

    𝑎𝑚𝑛𝑖𝑗 𝐷 𝑖(𝑢)𝐷 𝑗 (𝑣)𝑑𝑢𝑑𝑣
𝑞

𝑗 =1

𝑝

𝑖=1

𝜋

0

𝜋

0

=   𝑎𝑚𝑛𝑖𝑗 𝑧𝑖𝑧𝑗
𝑞

𝑗 =1

𝑝

𝑖=1
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=   𝑎𝑚𝑛𝑖𝑗 𝑧𝑖𝑧𝑗 +   𝑎𝑚𝑛𝑖𝑗 𝑧𝑖𝑧𝑗
𝑞

𝑗 =𝑁+1

𝑁

𝑖=1

+   𝑎𝑚𝑛𝑖𝑗 𝑧𝑖𝑧𝑗
𝑁

𝑗 =1

𝑝

𝑖=𝑁+1

+
𝑞

𝑗 =1

𝑁

𝑖=1

 

  𝑎𝑚𝑛𝑖𝑗 𝑧𝑖𝑧𝑗
𝑞

𝑗 =𝑁+1

𝑝

𝑖=𝑁+1

 

≤ 𝑀1
2 𝑁 𝐴𝑚𝑛 +  1 + 𝜀 𝑀1 𝑁 𝐴𝑚𝑛 𝑙𝑛𝑞 𝑛 𝑘  +  1 + 𝜀 𝑀1 𝑁 𝐴𝑚𝑛 𝑙𝑛𝑝 𝑚 𝑘   

+ 1 + 𝜀 2𝐴𝑚𝑛 𝑙𝑛𝑝 𝑚 𝑘  𝑙𝑛𝑞 𝑛 𝑘   

with 𝑀1 𝑁 ≔ max0≤𝑖≤𝑁 𝑧𝑖 . So that 

lim
𝑘→∞

𝜋2𝐽2(𝑘)

𝛿𝑥𝑦  𝑓 ln 𝑝 𝑚9𝑘 ln 𝑞(𝑛(𝑘)
≤ 1 

Combining (2.7) – (3.6) the desired result is obtained.                                                       ∎ 

 

IV CONCLUSION 

This paper has shown that another way to sum double conjugate Fourier series is an application of double matrix 

summability. 
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