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ABSTRACT: Bridge crack detection is an important means to evaluate the safety and reliability of bridges. 

Insufficient detection will cause major safety hazards. Current research on crack detection algorithms is based 

on improving accuracy and does not consider factors such as detection speed and model parameters. This 

article combines the Yolox-s algorithm to propose a lightweight bridge crack detection algorithm. On this basis, 

an attention module is added to improve accuracy, and the loss function is replaced by Focal loss, which 

strengthens the learning of positive samples and improves the stability of the model. Experimental results show 

that compared with current mainstream bridge crack detection algorithms, this method achieves a balance 

between accuracy and speed. 

KEYWORDS: Bridge crack detection, Object detection, Yolox, Deep Learning 

 

Received 08 Mar., 2024; Revised 20 Mar., 2024; Accepted 22 Mar., 2024 © The author(s) 2024. 

Published with open access at www.questjournals.org 

 

I. INTRODUCTION  
Bridges are an important part of modern transportation. As the scale of bridge construction continues to 

expand, regular safety inspections of bridges have become increasingly important. Inadequate inspections and 

assessments of bridges can create significant safety hazards. Among the bridge evaluation indicators, cracks are 

an important indicator for evaluating the safety and reliability of highway bridges. The occurrence of bridge 

cracks will lead to a reduction in the bridge's bearing capacity. Therefore, the detection of bridge cracks is very 

important for the safe maintenance of bridges. At present, the method of detecting bridge cracks mainly relies on 

manual inspection. Manual inspection mainly uses inspection equipment such as ladders or telescopes to assist 

in detecting cracks. When inspecting large bridges, the inspection personnel are mainly sent to the designated 

inspection location through bridge inspection vehicles. The bridge inspection vehicle can then safely and 

quickly detect bridge cracks by inspection personnel. However, it requires long-term road occupation during the 

inspection process, which can easily cause traffic paralysis. It is also very expensive, with high regular 

maintenance costs and high inspection costs. Therefore, a safer, efficient, flexible and low-cost bridge crack 

detection method has become an urgent need in the industry. 

With the breakthrough success of the AlexNet[1] image classification algorithm, deep learning-based 

technology has gradually attracted attention from all walks of life. Today, many efficient and accurate 

convolutional neural network models have evolved from the original convolutional neural network. derived. 

These models are widely used in the fields of image classification and object detection. Among them, detection 

equipment deployed with target detection algorithms can perform detection tasks safely and efficiently. For 

example, after a drone is equipped with a detection algorithm, it can take advantage of its lightness and 

convenience to easily reach the location to be detected without affecting traffic, and use the camera and 

deployed detection algorithm to complete the detection task. Therefore, the introduction of target detection 

algorithm can become an important choice for bridge crack detection tasks. 

Currently, object detection algorithms such as Faster-Rcnn[2], SSD[3], YoloV3[4], and YoloV4[5] 

series are used in bridge crack detection. Long[6] et al. apply fully convolutional neural networks to pixels. For 

level-level bridge crack detection, it is proposed to use deconvolution to improve the model, and use upsampling 

to compensate for the loss of detailed information during the convolution process. Kang[7] et al. proposed a 

crack detection method based on Faster R-CNN. This algorithm can realize automatic crack identification and 

positioning operations, and then extract the crack target from the crack location to complete the quantitative 

operation of on-site cracks to provide a basis. Zhao[8] et al. proposed a crack detection method based on 
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PSPNet, which uses pyramid pooling to obtain feature information at different scales to improve the accuracy of 

crack detection. 

The above-mentioned research is basically conducted to improve the accuracy of model detection, 

without considering the factors of detection speed and model parameter quantity. However, actual bridge crack 

detection tasks generally require the target detection model to be deployed on edge devices with limited 

computing and small storage space. and for crack images, different cracks will have various forms of multi-scale 

distribution on the digital image, making it difficult for the preset anchor boxes obtained using the aggregation 

algorithm to effectively fit the data set. Therefore, an anchor-free detection algorithm is needed. Therefore, an 

anchor-free and lightweight target detection algorithm is needed. 

Yolox[9] is an improved version that combines the advantages of the Yolo[10] series of networks. It 

innovatively uses decoupling heads and anchor-free structures. The Yolox model follows the overall layout of 

the previous Yolo series, consisting of the backbone network, Neck layer and Yolox Head. The model structure 

of Yolox is shown in Figure 1. Its backbone network follows CspDarknet53 and uses the Silu activation 

function. The Silu activation function is an improved version of the Relu activation function. Compared with the 

Relu activation function, it has stronger nonlinear capabilities and inherits the advantage of the Relu function's 

fast convergence. . After passing the Resblock body module four times in the backbone network, three effective 

feature layers were obtained. In the last ResBlock body, an SPP (Spatial Pyramid Pooling) module was added to 

perform pooling operations on the image through different pooling kernels to extract more feature. After 

obtaining three effective feature layers, feature fusion is performed through the PANET structure of the neck, 

and finally classification and regression are performed through the Yolox Head to obtain the prediction results. 

Yolox is divided into nano, s, m, l, x and other versions according to the depth and width of different modules. 

Since Yolox-s can ensure a balance between accuracy and speed and its anchor-free strategy can be well utilized 

in bridge crack detection, this article selects Yolox-s as the baseline model. 
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Figure1:Yolox model structure 
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II. IMPROVEMENTS TO YOLOX-S 
2.1 ADD ATTENTION MODULE 

 Although Yolox-s can achieve a balance between speed and accuracy, there is a gap in accuracy 

compared to mainstream target detection algorithms. Therefore, this article adds an attention mechanism module 

to Yolox-s to improve the accuracy of the model in crack detection. 

The attention mechanism module means that when the model processes input data, in order to achieve a 

specific task, it needs to pay attention to some important information from the input data and ignore some 

unimportant information. Therefore, the attention mechanism can adjust the model's attention to each input data 

by weighting different input data, thereby improving the performance of the model. 

In order to ensure the balance between accuracy and speed, this article only adds the attention module 

in one place. First, decide where to add the attention mechanism module. Since the receptive fields on different 

feature maps are different, the receptive fields of shallow feature maps are smaller and suitable for small target 

detection. However, the semantic level of shallow feature maps is low and cannot be detected well. Small target, 

so this article adds the attention mechanism module to the input position of the shallow features in the feature 

fusion layer. The position of adding the attention module is shown in Figure 2. After the shallow features pass 

through the attention module, they are then combined with the deep semantic features. It can better improve the 

small target detection performance of the model. 
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Figure2: Add attention module 
 

This paper uses the embedded coordinate attention mechanism (Coordinate Attention, CA)[11] to 

assign different weights to the multi-scale channels of the feature fusion layer. It not only takes into account 

channel information, but also direction and position information, and is lightweight and flexible. Compared with 

the traditional method of randomly assigning weights, the weighted method of embedding coordinate attention 

can further increase the receptive field of the model, the attention of small targets, and the position sensitivity. 

As shown in Figure 3, the input feature map is segmented and compressed using the pooling kernels of (H, 1) 

and (1, W), and the input feature map is averagely pooled in the X direction and Y direction respectively, 

resulting in two The sizes are C×H×1 and C×1×W feature maps of independent direction perceptual attention 

respectively. The feature maps with direction information are then spliced through concat, and the process 

feature map 𝑓 is generated through 1×1 convolution, normalization and nonlinear activation. Split 𝑓 into two 

independent vectors 𝑓h and 𝑓w in the spatial dimension, and then adjust them to the same number of channels 

as the input feature map through 1×1 convolution, and then use the Sigmoid activation function to obtain two 

independent spatial directions. The attention weight is finally expanded and applied to the input features to 

obtain an output feature map that is sensitive to the target space dimension position information. 
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Figure3: Coordinate Attention 

2.2 LOSS FUNCTION 

Since the cracks to be detected are similar to the bridge background, when the cracks are small, it is 

difficult to distinguish between positive crack samples and negative bridge background samples. During the 

model training process, there are a large number of background negative samples, resulting in the model not 

being able to learn enough crack positive samples. The number of negative samples is too large, occupying most 

of the loss, so that the optimization direction of the model is not what we want, resulting in unstable model 

performance. In order to solve this problem, this article introduces the Focal loss function to replace the 

cross-entropy loss. Focal loss is built on the basis of the cross-entropy loss function. The focal loss function is 

defined as follows: 
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Pt reflects the difficulty of sample classification (the Pt that is difficult to classify is small), so (1-Pt)γ is 

used to attenuate the original cross entropy loss. γ is a hyperparameter used to control loss attenuation. αt is used 

to control the weight of positive and negative samples. The best effect is when γ=2 and αt=0.75. 
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To sum up, the improved Yolox-s structure is shown in Figure 4： 
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Figure4: Improved Yolox-s 

 

III. EXPERIMENT                                                                                                         
3.1 DATASET CONSTRUCTION 

After determining the algorithm structure, a suitable data set needs to be constructed as a training data 

set for the model. Because concrete materials are easy to obtain, have good fire resistance, and are not easily 

weathered, they are often used as materials for bridge construction. Therefore, this experiment selected multiple 

concrete bridge crack images from the bridge crack open source data set, and performed rotation, translation, 

cropping and other operations on the acquired images to obtain more than 4,000 data sets containing various 

concrete bridge cracks. After obtaining the data set, use the Labelimg image annotation tool to annotate the data 

set. The annotation type is Crack, and divide the training set, verification set and test set according to the ratio of 

8:1:1. 

3.2 Evaluation index 

In order to measure the model effect of target detection, detection accuracy and detection rate are 

introduced as model evaluation indicators. Detection precision (AP) is the area of the curve enclosed by 

precision and recall, where precision and recall are defined as follows： 
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In the formula,    is the number of correctly predicted positive samples;    is the number of 

incorrectly predicted positive samples;    is the number of incorrectly predicted negative samples. 

In terms of detection rate, in order to evaluate whether the model can meet the needs of real-time target 

detection, the number of images processed per second (FPS) is introduced as an evaluation index to evaluate the 

speed of the target detection model. The larger the value, the faster the target detection model. 

3.3 Experimental results 

This experiment is programmed in python, and the environment used is ubuntu20.04, Pytorch version 

1.11.0, CUDA version 11.6, and the GPU used is Nvidia 2080Ti. 
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The improved method in this article was trained on the Yolox-s crack data set for 300 rounds. The 

experimental results are shown in Table 1： 

Table 1: Ablation experiments 

Algorithm AP/% FPS/f/s 

Yolox-s 90.85 66.7 

+CA 92.27 65.1 

+Focal Loss 91.22 66.7 

Ours 92.83 65.1 

 

As can be seen from the table above, the accuracy of Yolox-s with the added CA module is improved 

by 1.42 compared to the original method. The replacement loss function is Focal Loss, which also has a slight 

improvement in accuracy compared with the original method. Combined with the above-mentioned improved 

method in this article, the accuracy It has improved by 1.98 compared to the original, which proves that the 

improvement is effective. 

In order to further verify the effectiveness of the improved method in this paper, the method in this 

paper was compared with commonly used mainstream target detection algorithms on the bridge crack data set. 

The experimental results are shown in Table 2： 

Table 2: Comparative experiment 

Algorithm AP/% FPS/f/s Parameters 

/MB 

Faster RCNN 87.52 8.7 523.7 

SSD 84.15 24.1 100.2 

YoloV3 82.65 28.2 236.6 

YoloV4 92.71 22.3 244.7 

Yolox-s 90.85 66.7 34.21 

Ours 92.83 65.1 34.23 

 

In the above table, the backbone used by Faster RCNN is Vgg16. Since Faster RCNN is a two-stage 

model, during the detection process, the target candidate area must be extracted first, and then classified and 

detected, so the detection speed is slow. The SSD and Yolo series algorithms are both one-stage target detection 

models, which omit the step of extracting candidate areas. Classification and regression are completed at the 

same time, so the detection speed is faster than the two-stage model. Among Faster-RCNN, SSD, YoloV3, 

YoloV4 and Yolox-s, the target detection model with the highest accuracy is YoloV4, but the model parameters 

are large and the speed is slow. The method in this article is more accurate than YoloV4 and much faster, 

achieving a balance between accuracy and speed. The detection results of this method on some data sets are 

shown in Figure 5. 
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Figure5: Detection results on part of the data set 

 

IV. CONCLUSION 
This paper proposes a bridge detection algorithm based on Yolox-s. It adds a Coordinate Attention 

module to the feature fusion layer to improve detection accuracy. It replaces the loss function with Focal loss to 

improve the performance stability of the model. Experiments show that compared with the original algorithm 

and the current mainstream algorithm, the algorithm in this paper has better accuracy and achieves a balance 

between accuracy and speed. 
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